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The gamma function '(x) is usually defined by the Euler form
oo
M(x) = / et ldt
Jo

for x > 0. This is extended to Rz > 0. By ['(z + 1) = z[(z) for
z#0,—1,-2,--- it is defined and holomorphic on C\ {0,—1,-2,---}
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Introduction

The gamma function '(x) is usually defined by the Euler form

r(x)/ et ldt
J0

for x > 0. This is extended to Rz > 0. By ['(z + 1) = z[(z) for
z#0,—1,-2,--- it is defined and holomorphic on C\ {0,—1,-2,---}
The Weierstrass form

1 s .

o) =" [Ta+>)e (1)

) n=1

is useful, where ~ is the Euler constant defined by

1 1
v = lim (1—|—§+--'+7—|ogn):0.57721---.
n

n—oo
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Introduction

From (1) (Weierstrass form) it follows that

logl(x) = —Iogx—7x+z (% — log(1 + %)) ,
n=1
M(x) =1 1 , .
o -+ nz:%( Trl no x) (psifunction) (2)

on C\{0,-1,-2,---}.
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Introduction

From (1) (Weierstrass form) it follows that

o0
X X
—Iogx—yx+z <E — log(1 + E))’

loglN(x) =
n=1
(x) =1 1 , .
= — - fi 2

) v+ nz:%(n 1 s ) (psifunction) (2)
on C\{0,-1,-2,---}.
By (2), % maps the open upper half plane M into itself, namely rr((zz))
is a Pick (Nevanlinna) function.

2013/7  3/25

The principal inverse of the gamma function

Mitsuru Uchiyama (Shimane University)



Introduction

From (1) (Weierstrass form) it follows that

o0
X X
—Iogx—yx+z <E — log(1 + E))’

logl(x) =
n=1
(x) =1 1 L
= — — fi 2

) v+ nz:%(n 1 s ) (psifunction) (2)
on C\{0,-1,-2,---}.
By (2), % maps the open upper half plane M into itself, namely rr((zz))
is a Pick (Nevanlinna) function. '(z) does not vanish on M.
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Figure : Gamma function

VTRV YETN ER CHITNER R ULV I The principal inverse of the gamma function 2013/7 4 /25



Introduction

r)=r@2=1r1=-,r2=-—+1
Denote the unique zero in (0, 00) of ['(x) by .

a=14616---, T(a)=0.8856--.
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Introduction

r(y=r)=1r1)=—- rM2)=—-—+1.
Denote the unique zero in (0, 00) of ['(x) by «.
a=14616---, T(a)=0.8856-" .

We call the inverse function of the restriction of I'(x) to (a, c0) the
principal inverse function and write 1.
~1(x) is an increasing and concave function defined on (I'(c), c0).
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Introduction

Main Theorem

Theorem 1

The principal inverse I ~(x) of I'(x) has the holomorphic extension
~1(z) to D := C\ (—oo, ()], which satisfies

(i) I H(Ny) c Ny and FH(N2) c N,

(i)

(iii

~!(z) is univalent,
r(r-(z)) =z for ze D.
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kernel function

Definition 2

Let / be an interval in R and K(x, y) a continuous function defined on
I x I. Then K(x,y) is said to be a positive semidefinite (p.s.d.) kernel
function on an interval | x I (on [ for short) if

.///X, K(x, y)é(x)o(y)dxdy = 0 (3)

for every complex continuous function ¢ with compact support in /.
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kernel function

Definition 2

Let / be an interval in R and K(x, y) a continuous function defined on
I x I. Then K(x,y) is said to be a positive semidefinite (p.s.d.) kernel
function on an interval | x I (on [ for short) if

.///X, K(x, y)é(x)o(y)dxdy = 0 (3)

for every complex continuous function ¢ with compact support in /.

e K(x,y) is p.s.d. if and only if for each n and for all n points x; € /,

Z K(X,',Xj)Z,‘?j >0
ij—1

for n complex numbers z;.
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kernel function

Definition 3

K(x, y) is said to be conditionally (or almost) positive semidefinite
(c.p.s.d.) on I x I (on [ for short) if (3) holds for every continuous
function ¢ on [ such that the support of ¢ is compact and [, ¢(x)dx = 0.
K(x, y) is said to be conditionally negative semidefinite (c.n.s.d.) on I if
—K(x,y) is c.p.s.d.
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kernel function

Definition 3

K(x, y) is said to be conditionally (or almost) positive semidefinite
(c.p.s.d.) on I x I (on [ for short) if (3) holds for every continuous
function ¢ on [ such that the support of ¢ is compact and [, ¢(x)dx = 0.
K(x, y) is said to be conditionally negative semidefinite (c.n.s.d.) on I if
—K(x,y) is c.p.s.d.

e K(x,y) is c.p.s.d. if and only if

Z K(xi,xj)ziz; 2 0 (4)

ij=1

for each n, for all n points x; € I and for n complex numbers z; with

27:1 Zj = 0.
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Facts

o K(x,y) = f(x)f(y) is p.s.d.

o If K(x,y) is p.s.d. on [a, b] and h : [c,d] — [a, b] is increasing and
(differentiable), then so is K(h(t), h(s)) on [c, d].

o If Ki(x,y) is p.s.d. for each t, then so is [ K¢(x,y)du(t).

@ (Schur) If Ki(x,y) and Ka(x,y) are both p.s.d. on /, then so is the
product Ki(x, y)Ka(x,y).

o If K(x,y) is p.s.d. on I, then K(x,y) is c.p.s.d. on I.
@ K(x,y)=x+yisnotpsd. butc. p. s. d. andc. n. s. d. onany /.
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kernel function

Definition 4

Suppose K(x,y) = 0 for every x,y in I. Then K(x, y) is said to be
infinitely divisible on | x | (on I for short) if K(x,y)? is positive
semi-definite for every a > 0.
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kernel function

Definition 4

Suppose K(x,y) = 0 for every x,y in I. Then K(x,y) is said to be
infinitely divisible on | x | (on I for short) if K(x,y)? is positive
semi-definite for every a > 0.

K(x, y) is infinitely divisible if and only if for each n, for all n points x; € /
and for every a >0
matrix

(K(xi,%7)?)

is positive semi-definite.
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kernel function

Cauchy kernel
1

X+y

is infinitely divisible on (0, c0) x (0, 00).
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kernel function

Cauchy kernel
1

X+y

is infinitely divisible on (0, c0) x (0, 00).

1 1 > —tx —ty ra—1
RCEr N S
0
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kernel function

Lemma 5

(Fitzgerald, Horn) Let K(x,y) > 0 for x,y € | and suppose —K(x, y) is
c.p.s.d. on [ x I. Then exp(—K(x, y)) and the reciprocal function ﬁ
are infinitely divisible there. '
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kernel function

Lemma 5

(Fitzgerald, Horn) Let K(x,y) > 0 for x,y € | and suppose —K(x, y) is
c.p.s.d. on [ x I. Then exp(—K(x, y)) and the reciprocal function ﬁ
are infinitely divisible there. '

Example K(x,y) := x+ y on (0,00) x (0,00)
K(x,y) >0 and —K(x,y) is c.p.s.d. on (0, 00) x (0, c0).
(exp(—K(x,y)))? = e e~ ¥ is p.s.d. for every a > 0.

L is the Cauchy kernel .

K(va) - x+y
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The Lowner kernel

Definition 6

Let f(x) be a real C'-function on /. Then the Lowner kernel function is

defined by
fx)—f(y)
Kf(X,y): X—=y (Xiy)
fi(x)  (x=y).
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The Lowner kernel

Definition 6
Let f(x) be a real C'-function on /. Then the Lowner kernel function is
defined by
f(x)—f(y)
Ke(x,y) = Xy (x# )
fiix)  (x=y)

Example
(i) For f(x) = x, K¢(x,y) =1is p. s. d. on R2.
(i) For f(x) = —ﬁ, Kr(x, y)—m isp. s. d. on

(_>‘7 OO)

X

(—)\ 00) and on (—oo0, —A) X (—o0, —A).

(iii) For f(x) = x%, K¢(x,y) =x+yisnot p. s. d. butc. p. s. d. and c.

n. s. d.
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kernel function

(Lowner Theorem) (also Koranyi)

Let f(x) be a real C!-function on /. Then the Léwner kernel function
K¢(x,y) is p.s.d. on [ x I if and only if f(x) has a holomorphic extension
f(z) to M4 which is a Pick (Nevanlinna) function.

[ RETTARUCTYETL PR TN ENEULIY IS The principal inverse of the gamma function 2013/7 14 / 25



kernel function

(Lowner Theorem) (also Koranyi)

Let f(x) be a real C!-function on /. Then the Léwner kernel function
K¢(x,y) is p.s.d. on [ x I if and only if f(x) has a holomorphic extension
f(z) to M4 which is a Pick (Nevanlinna) function.

We will show
KF*I(X’y)
is p. s. d. on (I'(«), 00) x (), 00).
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Lemma 7

(Known result)

| —I
CExoEr (x £ y)

K|0gX(X7.y) = 1 (X_ )
X =Yy
is p.s.d. on (0,00) x (0,00)
4
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Lemma 7
(Known result)
log x—log y x 75
= y
KlogX(Xay) = { ly EX _ y;
is p.s.d. on (0,00) x (0,00)

Proof. By the formula

logx = [o° (=% + 2g)dt (x> 0),
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Lemma 7

(Known result)

log x—log y
o[ 42

is p.s.d. on (0,00) x (0,00)

Proof. By the formula

logx = [o° (=% + 2g)dt (x> 0),

we obtain

Klogx(xvy) = fooo mdt

for x,y > 0.
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Lemma 8

log I'(x)—log'(y) (X 7& y)

R Xy
Klogr(x)(Xey) = I (x) (X_ )
Mx) =Y
—Kiogr(x)(x,y) is c.p.s.d. on (0, c0).
v
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Lemma 8

log I'(x)—log'(y) (X 7& y)

Kio Fx(Xay) = X’i){
gl(x) rr((x)) (x=y).

—Kiogr(x)(x, ) is c.ps.d. on (0, 00).

Proof.

logM(x) = —logx —yx+ > 72 (% — log(1 + %))
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Lemma 8

log I'(x)—log'(y) (X #)/)
Kio Fx(Xay) = X’i){
gl(x) rr((x)) (x=y).

—Kiogr(x)(x, ) is c.ps.d. on (0, 00).

Proof.

log M(x) = —logx — yx + 302, (% — log(1 + %))

g(x) =370 (% — log(1+ %))
log M(x) = Iogx—’yx—i—g( )
*Klogr(x)(xay) - Klogx(Xv)/) + - Kg(va)'
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_Klogr(x)(xa)/) - Klogx(X-/)/) + - Kg(xv)/)'

Kiog x(x,y) is p.s.d. and a constant function 7 is c.p.s.d.
We will see —Kg(x,y) is c.p.s.d.
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_Klogr(x)(xa)/) - Klogx(X-/)/) + - Kg(xv)/)'

Kiog x(x,y) is p.s.d. and a constant function 7 is c.p.s.d.
We will see —Kg(x,y) is c.p.s.d.

gn(x) == ko (% —log(1 + %))
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_Klogr(x)(xa)/) - Klogx(X-/)/) + - Kg(xv)/)'

Kiog x(x,y) is p.s.d. and a constant function 7 is c.p.s.d.
We will see —Kg(x,y) is c.p.s.d.

gn(x) = 2k=1 (% —log(1 +%))-
(i) —Kg,(x,y) is c.p.s.d.
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_Klogr(x)(xa)/) - Klogx(X-/)/) + - Kg(xv)/)'

Kiog x(x,y) is p.s.d. and a constant function 7 is c.p.s.d.
We will see —Kg(x,y) is c.p.s.d.

gn(x) == ko (% —log(1 + %))
(i) —Kg,(x,y) is c.p.s.d.

(i) gn(x)=>"1_1 o) = kel k) = & (x) on any finite interval

[0, M].
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—Kiog r(x) (X, ¥) = Kiogx(x,¥) +7 — Kg(x, y).

Kiog x(x,y) is p.s.d. and a constant function ~y is c.p.s.d.
We will see —Kg(x,y) is c.p.s.d.

gn(x) =2 %= 1( — log(1+ ).
(i) —Kg,(x,y) is c.p.s.d.

(i) gn(x)=>"1_1 o) = kel k) = & (x) on any finite interval
[0, M].

L (eh(t) g/ (e) dt (x#)

8n(x) —g'(x) (x=y)
Therefore, —K;(x, y) is c.p.s.d. on (0, 00). O

(iii) Kgn(XaY) - Kg(XaY) =
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Lemma 9

1
}<Iog r(x) (X7 y)
is infinitely divisible on (o, o0).
y
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Lemma 9

1
}<Iog r(x) (X7 }/)

is infinitely divisible on (o, o0).

Proof
By the previous lemma
Klogr(x)(xa)/) >0

is c.n.s.d. on («,00). By Fitzgerald and Horn's result, we get the required
result.
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Lemma 10

Let Ki(x,y) be the kernel function defined on (a, 00) x (a, 00) by

X—y
Kiix ) = ) Tt (X#Y)
l(X/ y) { r/%x) (X = y)

Then Ki(x,y) is p.s.d. on (a, c0).
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Lemma 10

Let Ki(x,y) be the kernel function defined on (a, 00) x (a, 00) by

X—y
Kiix ) = ) Tt (X#Y)
l(X/ y) { r/%x) (X = _y)

Then Ki(x,y) is p.s.d. on (a, c0).

Proof.

log ' (x)—log '(y) x—y
Ki(x,y) = F(x)-T(y) log T (x)—log T (y) (x #y)
11X,y 1 r(x) ( - )
r(x) 7(x) =y

1
= K x [(x ,r y) —— 0
logx(M(x), T (y)) Koar o0 ()
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Proof of Theorem

We have shown

is p.s.d. on (I'(«),00) x (M), 00).

Thus by the Lowner theorem, ' "!(x) has the holomorphic extension
~1(z) onto M, which is a Pick function.

By reflection F~%(x) has also holomorphic extension to IM_ and the range
is in it.
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F(F~1(z)) is thus holomorphic on the simply connected domain

D :=C\ (—o0,l(a)], and I(F~1(x)) = x for I(a) < x < co. By the
unicity theorem, I (I %(z)) = z for z € D. It is clear that [!(z) is
univalent. OJ
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F(F~1(z)) is thus holomorphic on the simply connected domain

D :=C\ (—o0,l(a)], and I(F~1(x)) = x for I(a) < x < co. By the
unicity theorem, I (I %(z)) = z for z € D. It is clear that [!(z) is
univalent. O

Corollary 11
There is a Borel measure p so that

M) 1 t
Mx) = b _
(x)=a+ x-l—/ (t—x 2T

—00

)dp(t), (5)

where f[g) tgfrl du(t) < oo, and a, b are real numbers and b = 0.
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Application

Matrix inequality

Theorem 12

The principal inverse ' 1(x) of '(x) is operator monotone on
[M(@), 00); ie.,
and hence for bounded self-adjoint operators A, B whose spectra are in
[M(), 0)
A<B =T1A)<r(s).
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Application

Matrix inequality

Theorem 12

The principal inverse ' 1(x) of '(x) is operator monotone on
[M(@), 00); ie.,
and hence for bounded self-adjoint operators A, B whose spectra are in
[M(), 0)
A<B =T1A)<r(s).

v

Proof A < B implies that —(A—t/)™! < —(B — t/)~! for t < (). From

F1(x) = a+ bx+ [T — 5to)du(t)

we have IT1(A) <T~1(B). O

Mitsuru Uchiyama (Shimane University)
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Application

log I'(x)—log ' (y) (X ;é
e y)
KZ(va) = }(logr(x)(xvy): { r/(;/) ( _ )
F(x) x=Y)
Then )
r 1
k) _ | (F)T £
- ')
e ™ (x=y)
is infinitely divisible. Since I'(x + 1) = xI'(x),
I M(m+1) r’(m)+l F(n) (n—1)
)~ " Tm+1)  T(m)  m T(m) (m—1)
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Application

matrix

The following (n+ 1) x (n+ 1) matrix is therefore not only p.s.d. but also
infinitely divisible.

(e*Kz(i:J)) =
RS A ) C R O
G I A €O R € R (F) 77
I R G I I € i (51) 7
COENCOR NS (5) 7
()7 ()7 ()T () e @
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